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Abstract

Heterogeneous multi-robot systems offer the potential to sup-
port complex missions, such as those needed for persistent
autonomy in underwater domains. Such systems enable each
robot to be optimised for specific tasks to better manage dy-
namic situations. In this context, temporal planning can gen-
erate plans to support the execution of multi-robot missions.
However, the task distribution quality in the generated plans
is often poor due to the strategies that existing planners em-
ploy to search for suitable actions, which do not tend to op-
timise task allocation. In this paper, we propose a new al-
gorithm called the Decentralised Heterogeneous Robot Task
Allocator (DHRTA) which enhances goal distribution by con-
sidering task spatial distribution, execution time, and the ca-
pabilities of the available robots. DHRTA is the first phase
of our decentralised planning strategy which supports indi-
vidual robot plan generation using temporal planners. Exper-
iments illustrate the robustness of the approach and indicate
improvements in plan quality by reducing the planning time,
mission time and the rate of mission failures.

Introduction
Autonomous Underwater Vehicles (AUVs) present a flexi-
ble platform for addressing many types of challenging prob-
lems in the marine environment, including seabed inspec-
tion, maintenance of offshore underwater structures, and ve-
hicle detection for defence. While such applications have
previously been explored in limited contexts, long-term de-
ployments in such settings often require a level of autonomy
that is not currently available in deployed systems (Thomp-
son and Guihen 2019).

One approach for tackling such mission complexity is to
equip a single platform with the necessary hardware and
software components required for all possible tasks that
may arise. The resulting robots are often very expensive,
and their designs often make compromises to accommo-
date all possible missions, leading to suboptimal systems.
Alternatively, other work (Patrón, Lane, and Petillot 2009;
Murphy et al. 2012; Zhang, Zhang, and Liu 2019) sug-
gests the implementation of multi-robot systems as service-
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Figure 1: Mission scenario with multiple goals associated
with different robot capabilities (C1, C2, and C3). The pro-
posed DHRTA strategy guides task allocation to a robot set
(R1, R2, and R3) by considering their sensory systems.

oriented agents which implement specific goals with differ-
ent sensors, actuators and software capabilities. Such hetero-
geneous multi-robot systems are capable of supporting more
complex missions that overcome many of the limitations
of single-robot solutions, providing robustness to the over-
all system. However, the planning strategies used for multi-
robot systems often produce suboptimal task allocations, or
focus on optimising other metrics of plan quality such as
makespan—the time that elapses from the start of the plan
execution to the end—and planning time. In particular, lim-
ited attention has been devoted to the task allocation prob-
lem for heterogeneous agents, and the effect that this has on
the overall planning problem (Zhang, Zhang, and Liu 2019;
Schillinger, Bürger, and Dimarogonas 2017).

This paper proposes a novel strategy called Decentralised
Heterogeneous Robot Task Allocator (DHRTA) that at-
tempts to improve the quality of multi-robot plans by
optimising goal allocation. The objective function of the
DHRTA algorithm consists of two cost functions: (i) the
number of solvable tasks for a robot, which refines the goal
set that can be executed for each robot based on a capabil-
ity analysis, and (ii) the linear combination of distance be-
tween the points of interest (POI) and the makespan of the
tasks. This work builds on previous approaches that use tem-



poral planning for AUVs, such as the PANDORA project
(Maurelli et al. 2016), which focused on a robot single plat-
form, the task distribution-planning concept for multi-AUV
systems defined in EUROPtus (Py et al. 2016), and the
centralised Multi-Role Goal Assignment (MRGA) approach
(Carreno et al. 2020) carried out as part of the ORCA Hub
project (Hastie et al. 2018).

The application for this work is a fleet of heterogeneous
AUVs that are responsible for the regular supervision and
control of multiple offshore underwater structures. Figure 1
shows an example of the DHRTA strategy where a set of
goals is distributed to a fleet of heterogeneous AUVs, taking
into consideration the capabilities of the individual robots
and the goal requirements. We integrate the task allocation
algorithm with a temporal planner to execute multi-robot
missions. We evaluate the approach by considering relevant
aspects of the planning performance such as spatial goal dis-
tribution, makespan, planning time and rate of failure, and
by demonstrating its applicability in real missions.

Related Work
Implementing planning strategies for multi-robot systems
requires the analysis of two primary problems: task allo-
cation and task decomposition. Task allocation is the pro-
cess of assigning a set of mission goals to a group of agents
such that they satisfy a set of requirements (cost functions).
Task decomposition is the process of reasoning about the
actions needed to achieve a set of goals, and is consid-
ered part of the mission planning stage. Multi-agent plan-
ning (MAP) has been previously addressed in approaches
like (Crosby, Rovatsos, and Petrick 2013; Kvarnström 2011;
Muise, Lipovetzky, and Ramirez 2015), which apply a dis-
tributed problem-solving design in place of the classical
single-agent planning paradigm. However, these solvers do
not typically support tasks with advanced requirements such
as temporal constraints (Torreño et al. 2018), making them
less attractive for the implementation of complex missions.
Although several approaches (Largouët, Krichen, and Zhao
2016; Nikou et al. 2018) consider mission timing con-
straints to solve multi-agent problems, they use specific
language representations or provide solutions to particular
types of problems (e.g., low-level planning optimisation)
within a global plan or a centralised planning architecture
(Schillinger, Bürger, and Dimarogonas 2017), which limit
their applicability in underwater applications.

Temporal planners often support language constructs that
extend the Planning Domain Definition Language (PDDL)
(McDermott et al. 1998), enabling the explicit representa-
tion of time to implement complex missions with multi-
ple robots. Temporal planning problems can be modelled
using PDDL2.1 (Fox and Long 2003) or other extensions
that support action duration analysis. Two temporal plan-
ners are particularly promising for underwater applications:
Forward-Chaining Partial-Order Planning (POPF) (Coles et
al. 2010) and Optimizing Preferences and TIme-dependent
Costs (OPTIC) (Benton, Coles, and Coles 2012), which have
been successfully tested in real solo missions (Cashmore et
al. 2014; 2015). However, there is little work addressing the
multi-agent problem using temporal planners.

In the non-maritime context, there have been a number of
approaches exploring the performance of PDDL planners for
assistive robotics (Tran et al. 2017; Hertle and Nebel 2018)
and industrial applications (Crosby and Petrick 2014). Re-
sults demonstrate that many planners often generate solu-
tions with poor task allocation, which potentially restricts
their applicability to task decomposition. Therefore, tempo-
ral planning is often combined with separate task alloca-
tion methods to improve the overall system performance.
For instance, (Hertle and Nebel 2018) implement a strat-
egy based on an auction algorithm and temporal planning.
However, the approach has certain limitations around auc-
tion time and does not support domains that require concur-
rency. (Schneider, Sklar, and Parsons 2017) also considers
an auction mechanism, however, this work does not analyse
multi-robot coordination and task clustering. In addition, so-
lutions are based on a centralised planner architecture which
is not desirable in a maritime domain.

Recent research (Landa-Torres et al. 2017; Zhang et al.
2017) has considered MAP problems in the context of AUV
fleets. In particular, the ScottyActivity planner (Fernandez-
Gonzalez, Williams, and Karpas 2018) has been applied to
task planning and trajectory optimisation with long hori-
zons. However, the approach does not guarantee optimal ac-
tion sequences and does not provide a scalability analysis.
(Miloradović, Çürüklü, and Ekström 2017) propose a ge-
netic algorithm for task allocation using a centralised mis-
sion planner which restricts its application. (Buksz et al.
2018) propose a strategy based on clustering to allocate mis-
sion goals but this method does not consider robot capabil-
ities in the allocation. In (Py et al. 2016), task decompo-
sition and planning are two separate modules, where plan-
ning is implemented in a decentralised architecture (on a
vehicle-by-vehicle basis). However, mission tasks are dis-
tributed by the human operator which reduces the autonomy
of the system. Decentralised task allocation with temporal
constraints has also been addressed, such as the Temporal
Sequential Single-Item auction (TeSSI) algorithm (Nunes
and Gini 2015; Nunes, McIntire, and Gini 2017). TeSSI al-
locates tasks with time windows to cooperative robots; how-
ever, optimality depends on the number of robots and re-
gions to explore, which limits its applicability in real appli-
cations.

While there are several architectures that support plan ex-
ecution for AUV missions (McGann et al. 2008; Marques
et al. 2017; Py et al. 2016), we use ROSPlan (Cashmore
et al. 2015) which connects the widely used Robot Oper-
ating System (ROS) (Quigley et al. 2009) and PDDL2.1.
ROSPlan allows different task planners to be embedded in
a modular architecture, making it suitable for testing plan
feasibility and quality while varying the underlying plan-
ning approach. ROSPlan also supports planning with con-
current actions, making it suitable for multi-robot scenar-
ios. Prior implementations using ROSPlan have shown good
performance when dealing with solo (Cashmore et al. 2014;
2015) and multi-robot (Carreno, Petillot, and Petrick 2019;
Carreno et al. 2020) missions.

The main contribution of this paper is a new strategy for
improving multi-robot planning by combining the capability



Figure 2: Real BOP structure being inspected by an AUV (left) and a simulated environment with multiple AUVs supervising
BOP structures during a mission (right).

of temporal planners to implement task decomposition with
a robust task allocation process. We extend the results of
previous work in the underwater domain by providing a de-
centralised approach which can improve the quality of gen-
erated plans for a fleet of heterogeneous AUVs.

Multi-Robot Problem Description
The aim of this work is a framework that allows tempo-
ral planners to generate multi-robot plans with high task
allocation quality. The proposed framework allocates mis-
sion goals to a set of heterogeneous AUVs by considering
goal capability requirements, coordinates and implementa-
tion time, while providing an approach to execute plans us-
ing a decentralised architecture appropriate for underwater
missions. These requirements are jointly addressed by for-
mulating a multi-robot planning problem that considers the
characteristics of the environment. That is, given a domain
definition that considers the dynamics of the world and the
agents’ private knowledge, the approach implements a task
allocation strategy that generates a set of goals for each
robot, integrates the mission goals into a single robot domain
definition, and generates individual robot plans using a de-
centralised planning method. The result is a set of temporal
planning agents running in parallel to achieve each agent’s
plan, where each plan is a subcomponent of the full mission
plan. Formally, the planning problem is defined as follows.

Definition 1 A Multi-Agent Planning Problem is a tuple
Π := 〈R,B,A, I,G, P, T 〉, where R = {r1, r2, ..., rn} is a
set of n heterogeneous robots, B is a finite set of domain
propositions including robot capabilities and availability,
A = {a1, a2, ..., aq} is a set of q actions which provide the
means of change in the domain and are described by their
preconditions and effects, I ⊆ B defines the initial state of
the propositions,G = {g1, g2, ..., gs} is a set of s goals such
that G ⊆ B, P = {p1, p2, ..., ps} is a set of s goal coordi-
nates, and T = {t1, t2, ..., tf} is a set of time windows. Each
time window is defined using timed initial literals (TILs)
which define the time t at which particular propositions of
B become true/false.

We solve the multi-agent planning problem in two parts:
task allocation and task planning. The solution to task allo-
cation distributes the goals, while the planning problem is
individually solved for each agent in a decentralised manner
thereby reducing the problem complexity.

As an application of this work, we consider a maritime
scenario where a fleet of AUVs must complete multiple tasks
located at blowout preventers (BOPs). A blowout preventer
is used to control and monitor oil and gas wells to prevent the
uncontrolled release of substances. These structures can be
separated by long distances in a non-regular seabed which
impedes the robot’s operation. Figure 2 shows a BOP be-
ing inspected by an AUV (left) and a simulation environ-
ment (right) representing the inspection problem with mul-
tiple robots and structures. In this setting, we consider six
types of tasks: (i) take an image of a POI, (ii) take samples of
rocks or (iii) soil at a particular location, (iv) identify and ob-
serve the state of underwater structures, (v) inspect the state
of a valve, and (vi) turn a valve on/off. The implementation
of mission tasks is directly related to the actions a robot can
execute, based on its capabilities. Each robot capability is
associated with a planning action and robots typically have
to perform multiple actions to successfully complete a task.
As a result, our approach needs to know the set of capabil-
ities for each robot, and jointly considers capabilities along
with AUV resources and temporal constraints to define the
conditions and effects of an action’s implementation.

PDDL Domain Definition
Our experimental domain1 is defined in PDDL2.1 (Fox and
Long 2003) and makes use of the following types: auv de-
fines the robot platform, waypoint specifies the coordi-
nates of the POIs, which have a fixed location defined by
the domain designer, robot sensor refers to an AUV’s
sensory system, robot actuator defines a robot’s arm,
and valve state describes the state of a valve. Our work
considers a set of heterogeneous AUVs.

PDDL actions and properties will typically be related to
the capabilities of the specific robot platforms. Capabilities
are captured by the following PDDL actions: 2

take image(?auv,?poi,?camera): a durative ac-
tion which enables ?auv’s robot sensor ?camera to
capture images on the waypoint ?poi.
1Domain and problem instances are available from the DHRTA

repository at https://github.com/YanielCarreno/DHRTA.
2We define certain parameters to have particular types: ?auv is

a parameter of type auv; ?poi has type waypoint; ?s soil,
?s rock, ?camera, ?sonar, and ?cad model have type
robot sensor; ?arm has type robot actuator; and ?s1
and ?s2 have type valve state.



rock inspection(?auv,?poi,?s rock): a dura-
tive action which enables ?auv’s robot sensor ?s rock
to inspect the rocks located at waypoint ?poi.

soil inspection(?auv,?poi,?s soil): a dura-
tive action which enables ?auv’s robot sensor ?s soil
to inspect the soil located at waypoint ?poi.

structure id(?auv,?poi,?sonar): a durative ac-
tion which enables ?auv’s robot sensor ?sonar to de-
tect and observe the structure located at waypoint ?poi.

valve inspection(?auv,?poi,?cad model):
a durative action which enables ?auv’s robot sensor
?cad model to identify the state of the BOP located at
waypoint ?poi.

turn valve(?auv,?poi,?arm,?s1,?s2): a dura-
tive action which enables ?auv’s robot actuator ?arm to
turn the valve of the BOP located at waypoint ?poi from
state ?s1 to ?s2.
The domain actions consider the capabilities of individ-

ual AUVs when applying actions among the fleet. Table 1
shows a list of the domain capabilities for each robot and
the estimated time that it takes to perform the action associ-
ated with the capability. Our domain also includes a set of
actions which are not associated with capability constraints
as we assume all robots in the fleet can execute them.
navigation(?auv,?from,?to): a durative action

which moves an AUV ?auv from waypoint ?from
to ?to. We employ the sampling-based motion planner
in (Pairet et al. 2018) to compute navigation actions which
meet the AUV’s kinematic capabilities, and retrieve the
corresponding action duration.

refuel(?auv,?poi): a durative action for recharging
?auv’s battery at waypoint ?poi. We consider multiple
recharging points based on the scenario described in (Car-
reno, Petillot, and Petrick 2019).

broadcast data(?auv,?poi): a durative action
which allows ?auv to communicate the data recorded at
waypoint ?poi.
Temporal planning is used to generate plans. Each AUV

has its own domain and problem file, with the domains shar-
ing the same information about the environment. However,
the properties and goals specified in each problem file differ
from one robot to another. Plans are generated in parallel by
triggering multiple planning instances that generate different
plans (one per robot) which contribute to the overall mission
plan required to solve the multi-agent planning problem. All
domain actions are deterministic. Each AUV will execute its
own plan independent of the other agents’ plans.

Multi-Robot Task Allocation Strategy
We address the task allocation problem in the context of
a set of heterogeneous robots executing highly constrained
missions. Relevant state-of-the-art temporal planners sup-
port the generation of multi-agent plans by combining for-
ward search and partial-order construction. These frame-
works apply ordering constraints among the actions dur-
ing the plan search which primarily attempts to improve the

Capabilities Robots with Capability Time
take-image R1, R2, R3 10

take-rock-sample R1, R4, R5 30
take-soil-sample R1, R3, R4, R5 30

identify-structure R1, R2, R5 20
inspect-valve R1, R2, R3, R4 25

manipulate-valve R1, R2, R3 30

Table 1: The capabilities in the domain, the capabilities of
the robots, and the execution time of actions associated with
individual capabilities.

plan’s makespan while handling soft constraints and prefer-
ences (Benton, Coles, and Coles 2012). However, the plan’s
makespan optimisation does not guarantee good task alloca-
tion, particularly for missions with capability and resource
constraints. In this section, we present the DHRTA approach
which attempts to improve the task allocation performance
of temporal planners (TP).

Task Allocation Algorithm
The Decentralised Heterogeneous Robot Task Allocator
(DHRTA) algorithm uses two cost functions to address the
task allocation problem for homogeneous fleets: (i) the num-
ber of solvable goals for each robot in different parts of the
environment based on a capability analysis of the robots, and
(ii) the linear combination of the task makespan and the dis-
tance between POIs. We divide the analysis into two parts:
Robot Distribution and Goal Allocation.

Robot Distribution (RD): Robot Distribution attempts to
find the maximum number of goals that individual robots
can execute in a particular region. RD defines regions
in the mission environment to deploy the robots based
on the number of available robots and the goal coordi-
nates. These regions are obtained using an updated ver-
sion of the k-means algorithm (Hartigan and Wong 1979).
The k-means approach decomposes goals geographically
by partitioning observations according to a Voronoi dia-
gram generated by the means. Given an initial set of k
means, mi := {m(1)

1 , . . . ,m
(1)
k }, the formal distribution is

described as:

St
i = {xp : ‖ xp −mt

i ‖2≤‖ xp −mt
j ‖2 ∀j, 1 ≤ j ≤ k},

(1)
where S

(t)
i is a cluster, xp are goal coordinates, and

m := {m1, . . . ,mt} is a set of means updated in each
iteration. The strategy defines the goals in each cluster
goal-aSi

and prevents all the tasks from being assigned
to a single robot, as is the case in some auction algorithms
(Nunes and Gini 2015).

Additionally, RD identifies the set of reachable goals
for every AUV in the mission by comparing the capabil-
ity required to implement a goal with the set of capabili-
ties of each robot. The method allocates the task to the list
goal-ar of achievable goals for a robot r when the agent
holds the necessary capability to execute the goal. This anal-
ysis considers four inputs: (i) the set of goals G, (ii) the ca-
pabilities required to implement the goals (we assume one



capability per goal), (iii) the set of available robots R, (iv)
and the set of capabilities of each robot. The results of this
analysis and clustering are combined to distribute the AUVs
in different regions, by allocating the robots according to
the maximum number of tasks they can implement in a par-
ticular cluster. The problem is analysed as a maximisation
problem (Patriksson 2015):

max c = argmax
∑
r∈R

∑
Si∈Sj

wrSi
xrSi

, (2)

wrSi
= D

(
goal-ar,goal-aSi

)
, (3)

where r is a robot in the setR, Si is a cluster in the cluster set
Sj , (r, Si) is an edge,wrSi

is the edge weight which is calcu-
lated using the distribution function D and shows the number
of goals robot r can implement in cluster Si, and xrSi

is the
variable on the edge. The approach finds the closest goal to
each robot in the region that was assigned to it and allocates
initial tasks to the agents (one task per robot), distributing
the fleet in the environment. One drawback is that RD lim-
its robot mobility to other regions, which can affect the goal
solvability rate. As a result, we use a second algorithm, Goal
Allocation, which removes the clustering restrictions to dis-
tribute unallocated mission goals.

Goal Allocation (GA): Goal Allocation is implemented
as a vehicle routing and scheduling problem (Solomon
1987), which uses a task’s makespan and the distance be-
tween the goals to distribute them across the fleet, by calcu-
lating the cost of implementing the goals for each robot:

minr (g) = argmin
∑
g∈G

∑
r∈R

costr (g), (4)

costr (g) = γMr
max + (1− γ)

[
T r
(gi,gf )

− T r
(gi,0)

]
, (5)

where γ ∈ [0, 1] is a weighting factor, Mr
max is a maximum

makespan for robot r, and [T r
(gi,gf )

− T r
(gi,0)

] represents the
distance between the position of the actual goal gi and the
final goal gf . The distance travelled is transformed to travel
time by assuming all robots are moving at the same speed.
We calculate Mr

max by examining task makespan to date.
The accumulated makespan considers the distance travelled
between two POIs. The γ parameter can condition the al-
location of a goal to a particular robot, giving more im-
portance to the distance between the goals (small γ) or to
the makespan (large γ). We choose γ = 0.45 as balance be-
tween distance and makespan but favouring distance. The
algorithm allocates one goal at a time by calculating the cost
associated with each unallocated goal for each robot. We as-
sume a cost of infinity for goals the AUV cannot implement
(costr(g) = ∞). The goal related to the minimum cost is
allocated to the robot that generates the smallest value and
the goal is removed from the unallocated goal list. The robot
assigned the goal then updates the costs associated with the
remaining unallocated goals. This process is repeated until
all goals have been allocated.

This method substantially improves goal allocation by po-
sitioning the robots in areas where they can implement a

Figure 3: Example of goal allocation in a simple scenario.

maximum number of goals, and allows AUVs to move freely
in the environment to execute tasks in other regions if this is
required. The output of the DHRTA algorithm is a set of goal
assignments that each robot should execute (equal to the
number of robots in the mission). The goals assigned to each
robot are added to its PDDL problem file, using appropri-
ate domain predicates. For instance, DHRTA might add the
goal (poi image taken poi20) to the problem file of
auv1, meaning this AUV is responsible for obtaining an
image of a particular point of interest (poi20). This ap-
proach eliminates much of the task allocation problem from
the planning process, which has the effect of reducing the
search complexity for a planner to generate a plan. DHRTA
distributes goals in a decentralised manner allowing robots
to generate individual plans. As a result, each robot produces
its own plan which contributes to the overall mission plan.

Goal Decomposition Example
In this section we provide a simple example of the goal allo-
cation strategy. Figure 3 shows two AUVs (auv1 and auv2)
that need to implement 11 goals in the environment. In this
example, m represents the makespan and d is the distance
between points. RD identifies the goals the AUVs can ex-
ecute, based on their capabilities, and includes the goals in
two regions (region 1 and region 2). The number of goals
each robot can implement in a region is calculated. In re-
gion 1, each AUV can execute 4 goals. In region 2, auv1
can execute 6 goals and auv2 can execute 5 goals. As a re-
sult, auv1 and auv2 will move to the closest goal in region 2
and region 1, respectively. The makespan is calculated by
considering the distance travelled, with m(auv1) = 9 and
m(auv2) = 8. We allocate the remaining goals using the
GA algorithm. The robots generate the cost of executing all
unallocated goals, where the cost of executing the closest
goal to each robot is:

costauv1 (g) = γ (9 + 15) + (1− γ)× 4,

costauv2 (g) = γ (8 + 10) + (1− γ)× 2.

Here, the accumulated makespan considers the distance
from the robot starting point to the first goal and the time to
implement this goal. This analysis is applied for each unal-
located goal. In this example, the lowest cost is calculated
for auv2. The goal is removed from the unallocated goal list
and it is assigned to auv2. The robot then updates its position
and recalculates all of its costs before starting the next round
of goal allocation. For auv2, the accumulated makespan in-
creases to m(auv2) = 20; the value for auv1 is unchanged.



Figure 4: Framework for the DHRTA algorithm and task
planning under capability constraints.

The robot allocated to a particular region has a greater
chance of implementing the majority of goals in a region.
However, robots from other regions can also support a robot
in different clusters when (i) the robot in the region is exe-
cuting goals with large makespans and robots in the neigh-
bourhood are free, and (ii) the goal capability requirement is
not in the capability list of the robot initially allocated to this
region. In the example, although auv2 is initially located in
region 1, it moves to region 2 to execute a goal auv1 does
not have the capability to implement.

System Framework
We demonstrate the approach in simulation using the UUV
Simulator (Manhães et al. 2016), with multiple heteroge-
neous AUVs equipped with different sensors. We integrate
the temporal planners into ROS using ROSPlan. Figure 4
shows the decentralised framework with the DHRTA block,
which receives data from the AUVs (number of AUVs and
capabilities) and the mission goals. We implemented two
ROS nodes: Robot Distribution and Goal Allocation which
generate the decomposition and update the problem files.
DHRTA distributes the mission goals which populate the
problem file to each AUV. The robots generate and execute
their plans in parallel which potentially reduces the overall
mission time. Failures are addressed through replanning for
individual robots when errors arise. The approach provides
a generic solution which can be ported to other applications
and real-world systems. Although DHRTA’s output is spec-
ified as PDDL, it can also be adapted to other formats de-
pending on the required system characteristics.

Motion Planner Strategy
We employ the motion planner proposed in (Pairet et al.
2018), which provides an efficient strategy for finding
collision-free paths from a start state to a goal state while
accounting for a robot’s kinematic capabilities. To succeed
in finding a solution to the motion planning problem, the
planner exploits the robot’s full kinematic model within a
sampling-based strategy, which guarantees not only path
feasibility, but also provides probabilistic completeness, i.e.,
finding a solution if one exists. Interestingly, the motion
planner offers asymptotic optimality properties because it
employs a shooting approach which always expands the tree

from a neighbouring node with the lowest cost. This implies
that the found solution will tend to the optimal solution as
more computation time is given to the planner. The overall
planning approach has proven to be suitable for real-world
motion planning problems in the maritime domain, even for
systems with limited on-board computational power.

Experiments and Results

We evaluate the DHRTA algorithm in three simulated ex-
periments. In the first experiment, we analyse the perfor-
mance of goal distribution on a particular problem. The
second experiment examines the efficiency of the approach
by analysing plan quality. We compare the performance
of DHRTA+TP (DHRTA combined with temporal plan-
ning), with the results of three benchmark planners: TFLAP
(Sapena, Onaindia, and Torreno 2015), POPF and OPTIC.
We use OPTIC as the temporal planner in our DHRTA+TP
strategy, since it has demonstrated promising performance
in many domains. We evaluate the approach on fleets of five
heterogeneous AUVs supervising up to 10 regions. The third
experiment introduces a failure analysis by comparing the
number of goals achieved for the robotic system using a cen-
tralised approach against our decentralised strategy. Exper-
iments were attempted 150 times and the results show the
mean and standard deviation of the data. All experiments
were performed on a machine with a 4GHz processor, lim-
iting the planner to 30 minutes of CPU for plan generation
and 8GB of memory consumption.

Experiment 1: This experiment evaluates the perfor-
mance of POPF, OPTIC, and DHRTA+TP using a fleet of
four AUVs (R1, R2, R3, R4). The problem involves 17 goals
distributed in five regions. Four different types of capabili-
ties are required, with the capabilities corresponding to those
in Table 1. The BOP platforms are concentrated in an area of
five square kilometres and the initial position of the AUVs
is in the centre of the environment.

Experiment 2: This experiment analyses the performance
of DHRTA+TP by comparing the quality of the plans gener-
ated against those of the benchmark planners POPF, TFLAP
and OPTIC. We evaluate the results of executing plans for
the 12 problems with different levels of complexity (e.g.,
number of goals, initial battery level, etc.). Makespan and
planning time are used for evaluating the results for a fleet
of five AUVs.

Experiment 3: This experiment evaluates the perfor-
mance of the decentralised strategy by analysing the mis-
sion failure rate. The experiment counts the number of goals
achieved by the system, with task execution failing at a ran-
dom time during the mission. In addition, we assume a re-
planning rate of success of 20% when the planner attempts
to generate a new plan. The approach considers 12 sets of
goals. We compare the results against a centralised planning
strategy where replanning always generates a new plan for
the entire robot fleet.



Figure 5: Goal allocation and task distribution using POPF (left), OPTIC (middle) and DHRTA+TP (right). Plans are evaluated
by simulation for a set of five heterogeneous AUVs. DHRTA+TP reduces the complexity of the mission plan by considering
the goal coordinates and capability requirements.

Figure 6: Planning time (top) and makespan (bottom) anal-
ysis for DHRTA+TP and benchmark planners. DHRTA im-
proves temporal planning performance by reducing planning
time, which improves the response capacity of the robotic
system while keeping makespan at similar values compared
with the solutions generated by the benchmark planners.

Results and Analysis
In Experiment 1, we compare the performance of our strat-
egy with the results from POPF and OPTIC. Overall, we
found that DHRTA+TP optimises goal distribution for the
same number of robots due to the additional factors it con-
siders: goal capability requirements, robot capabilities, task
makespan and goal locations. The task allocation gener-
ated by DHRTA also results in quality improvements to
the planned action schedules, as illustrated in Figure 5.
DHRTA+TP effectively distributes goals among the AUVs
while trying to maintain an allocation of agents at different
regions to reduce the total distance travelled, energy con-
sumed, and the possibility of robot collisions. However, the
capabilities of the robots can influence this allocation and
force the assignment of goals from different regions to the
same robot. For instance, in the problem illustrated in Fig-

Figure 7: Number of goals achieved by DHRTA+TP dur-
ing mission execution, with task failure occurring at random
times. Results are compared against a centralised planner.

ure 5, auv1 is the only robot with capability A. Therefore,
the robot moves from its initial cluster to execute goals that
require capability A in other regions. In practice, DHRTA
determines goal allocation by considering all the elements
in the cost function when multiple robots are capable of im-
plementing the task. Our experiments confirm this is the case
with the strategy taking advantage of both the distance be-
tween the POIs and makespan. When the number of robots is
smaller than the number of regions, we found the algorithm
effectively considers makespan to allocate goals. POPF and
OPTIC tend to produce suboptimal plans with poor task al-
location in these experiments: the plans increase the distance
travelled which forces robots to recharge during the mission.
Results from DHRTA show that our approach optimises the
use of AUVs and resources, substantially improving the gen-
eral performance of the system. Similar goal allocation are
obtained in the other problem sets. However, the distribution
is primarily conditioned by the heterogeneity of the fleet and
the capability requirements of the goals.

In Experiment 2, we evaluate plan quality by consider-
ing planning time and makespan. Planning time influences



the capacity of the robotic system to react optimally during
time-sensitive tasks in AUV missions. Figure 6 (top) shows
the planning time for five AUVs. We found DHRTA+TP
generates solutions for all problems in less than 5 mins of
planning with better makespan results compared with POPF,
OPTIC and TFLAP. DHRTA+TP also produces the short-
est plan generation time over all problems. The benchmark
planners generate plans with long planning times, which
is not desirable in real underwater applications. The sys-
tems also have to replan regularly, which means any de-
lay in plan generation can change the state of the robot
and the environment. The results demonstrate that DHRTA
improves plan generation performance for a heterogeneous
fleet by reducing the complexity of the planning problem at
the temporal planning stage. In addition, simulations show
DHRTA+TP scales well in situations with large numbers of
goals and constraints, while the benchmark planners strug-
gle to generate solvable plans in many of the 12 prob-
lems we tested: TFLAP solves 6 problems, POPF solves
7 problems, and OPTIC solves 8 problems. Of the bench-
mark planners, OPTIC performs best overall. DHRTA+TP
also produces plans with lower makespan compared with the
benchmark planners. Figure 6 (bottom) shows that in most
cases DHRTA+TP results in the smallest makespan across
all planners, with plans that use fewer AUVs compared to
those produced by the benchmark planners.

In Experiment 3, the decentralised DHRTA+TP strategy
outperforms the centralised approach, achieving the high-
est number of goals during the mission for all goal sets (see
Figure 7). The centralised strategy is particularly affected by
failures, since the planner must generate a new plan for all
robots involved in the mission. Failure in the central node
can also lead to situations of overall plan failure (which hap-
pened in this evaluation 80% of the time), increasing the
failure rate. With the decentralised approach, failure only af-
fects a single robot plan which needs to be replanned. The
other robot plans continue unaffected. Execution continues
for these agents, reducing the overall failure rate compared
with the centralised approach.

Overall, the experiments demonstrate the capacity of
DHRTA to improve planning performance and plan qual-
ity. The approach also works under special cases where RD
finds a single cluster and the goals require multiple agents.
The decentralised strategy allows us to add new goals to in-
dividual agents without affecting the execution of the overall
mission. Currently, DHRTA does not focus on solving com-
plex coordination problems. However, an analysis of multi-
robot coordination is implicit in the solution. For instance,
the algorithm considers the logical relationship between the
goals that can be implemented for a platform. We are in the
process of extending the approach to add other types of co-
ordination which will enable agents to carry out joint tasks.

Conclusions
In this paper, we present a planner agnostic method for ad-
dressing the task allocation problem for missions involving
heterogeneous multi-robot systems. We introduce an algo-
rithm called Decentralised Heterogeneous Robot Task Allo-
cator (DHRTA) which allocates mission goals based on task

makespan, goal distance and position, and robot capabili-
ties. We integrate DHRTA with temporal planning to gener-
ate multi-robot plans in a decentralised manner, with each
robot providing a solution which contributes to the overall
mission. The approach was tested and evaluated with multi-
ple AUVs in a simulated marine environment. Results show
that DHRTA improves the quality of goal allocation when
compared with a set of benchmark planners, in terms of
makespan, planning time and distance travelled. In addition,
our strategy decreases the overall failure rate in the exper-
imental domains. Future work aims at exploring methods
for multi-robot coordination, mission replanning based on
contingent planning, and new goal reallocation methods for
managing catastrophic plan failures.
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Manhães, M. M. M.; Scherer, S. A.; Voss, M.; Douat, L. R.; and
Rauschenbach, T. 2016. UUV simulator: A gazebo-based pack-
age for underwater intervention and multi-robot simulation. In
OCEANS 2016 MTS/IEEE Monterey. IEEE.
Marques, T.; Pinto, J.; Dias, P.; and de Sousa, J. T. 2017. Mv-
planning: A framework for planning and coordination of multi-
ple autonomous vehicles. In OCEANS–Anchorage, 2017, 1–6.
Maurelli, F.; Carreras, M.; Salvi, J.; Lane, D.; Kyriakopoulos,
K.; Karras, G.; Fox, M.; Long, D.; Kormushev, P.; and Cald-
well, D. 2016. the pandora project: A success story in auv
autonomy. In Proceedings of IEEE OCEANS 2016 - Shanghai.
McDermott, D.; Ghallab, M.; Howe, A.; Knoblock, C.; Ram,
A.; Veloso, M.; Weld, D.; and Wilkins, D. 1998. PDDL – The
Planning Domain Definition Language (Version 1.2). Technical
Report CVC TR-98-003/DCS TR-1165, Yale Center for Com-
putational Vision and Control.
McGann, C.; Py, F.; Rajan, K.; Thomas, H.; Henthorn, R.; and
McEwen, R. 2008. A deliberative architecture for AUV control.
In IEEE Int. Conf. on Robotics and Automation, 1049–1054.
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